Evaluation of Low-Dose CT Perfusion for the Liver using Reconstruction of Difference
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Abstract—CT perfusion imaging of the liver enables the evaluation of perfusion metrics that can reveal hepatic diseases and that can be used to assess treatment responses. However, x-ray radiation dose limits more widespread adoption of liver CT perfusion studies as a diagnostic tool. In this work we assess a model-based reconstruction method called Reconstruction of Difference (RoD) for use in low-dose CT perfusion of the liver. The RoD approach integrates a baseline non-contrast-enhanced scan into the reconstruction objective to improve image volumes formed from low-exposure data. Simulation studies were conducted using a digital human liver phantom based on segmented anthropomorphic CT images and time-attenuation curves derived from CT perfusion studies in a rabbit model. We compare the RoD method with standard FBP and penalized-likelihood reconstructions through an evaluation of individual image volumes in the low-dose enhanced liver volume sequence as well as in an evaluation of perfusion maps. Specific perfusion metrics include hepatic arterial perfusion (HAP), hepatic portal perfusion (HPP) and perfusion index (PI) parameters computed using the dual-input maximum slope method (SM). The quantitative and qualitative comparisons of reconstructed images and perfusion maps shows that the RoD approach can significantly reduce noise in low-dose acquisitions while maintaining accurate hepatic perfusion maps as compared with traditional reconstruction methods.

Index Terms—Low-Dose CT, Prior-image-based Reconstruction, Sequential Imaging.

I. INTRODUCTION

CT perfusion (CTP) is a functional imaging modality based on sequential scanning of the same tissue before, during, and after the administration of a contrast agent to trace temporal changes in tissues of interest. Recent advancements in CT imaging including larger detectors and wide cone angles, have enabled CTP for stroke imaging of the brain, cardiac events and liver abnormalities [1]. Liver CTP permits evaluations of liver function, damage, and disease including diagnoses related to hepatocellular carcinoma and the assessment of surgical interventions [2], [3]. Recent work suggests that liver CTP is a potential biomarker for assessing tumor response to specific therapies [4]. More widespread adoption of liver CTP in clinical trials to assess its potential as a biomarker as well as broader clinical use have been hampered by concerns over radiation exposure.

A variety of strategies have been proposed to limit radiation exposure including the individualization of scanning parameters (e.g. based on patient size), modification of tube current or voltage throughout the observation period [5], [6]. However, decreasing the x-ray radiation dose reduces CT image quality with increased noise and possible streak artifacts which lowers the clinical and diagnosis utility of the scan. Model-based iterative reconstruction (MBIR) techniques have been proposed as one potential solution to reduce image noise and artifacts under reduced tube current conditions, permitting lower effective dose values [7]. In Negi et al. [8], the Adaptive Iterative Dose Reduction (AIDR) reconstruction approach was found to reduce image noise and while preserving hepatic perfusion parameters values as compared with higher exposure filtered-backprojection (FBP) images.

Prior-image-based reconstruction (PIBR) approaches have been studied by a number of groups and have shown the potential for dose reductions even greater than traditional MBIR methods. These approaches incorporate patient-specific anatomical information from previously acquired scans of the same patient directly into a reconstruction objective function whose solution is approximated iteratively. Example PIBR methods include prior-image-constrained compressed sensing (PICCS) [9] and prior-image-registered penalized-likelihood estimation (PIRPLE). [10] Both of these techniques use a high quality prior image volume to help reconstruct low exposure or under-sampled projection data. PICCS has previously been investigated for small animal CTP [11]. A modification of PIRPLE with deformable registration has been used to reduce x-ray exposures in lung nodule surveillance by more than an order of magnitude [12]. Recently, Pourmorteza et al. [13] proposed a novel Reconstruction of Difference (RoD) technique that uses a penalized likelihood objective to directly reconstruct the difference between a prior image and the current anatomy enabling direct reconstructions of anatomical change (analogous to digital subtraction angiography) with reduced noise.

In this work, we apply the RoD method to low-dose CTP data. The approach is investigated in simulation studies using an anthropomorphic phantom with realistic time attenuation curves (TACs) for different tissue types. We analyze imaging performance in individual reconstructions in the imaging sequence from contrast injection, through uptake, and washout, and perform a perfusion analysis to compare several perfusion metrics including hepatic arterial perfusion (HAP), hepatic portal perfusion (HPP) and perfusion index (PI). The RoD approach is compared with traditional FBP and penalized-likelihood (MBIR) reconstructions.
II. METHODS

An illustration of the proposed acquisition and processing chain for liver CTP is shown in Figure 1. Tomographic measurements \( (y_n) \) are acquired over a range of time points \( n = 0 \) to \( N \). These measurements cover a changing anatomy \( (\mu_n) \) from an unenhanced volume (pre-iodine-injection) at \( n = 0 \), through uptake and washout of the contrast. A high-quality unenhanced baseline image \( (\mu_0) \) serves as a prior image \( (\mu_p) \) for input into RoD to reconstruct difference image volumes \( (\mu_\Delta) \) for all subsequent low-dose sequential data. These difference images can be used to form estimates of the current image anatomy \( (\hat{\mu} = \mu_p + \hat{\mu}_\Delta) \) at each time point. Subsequent perfusion analysis using standard computations on the entire image sequence is then used to create perfusion maps using various metrics.

A. Data Generation and Phantom Design

To evaluate the proposed acquisition and processing chain in simulation, a 4D phantom is required that has both realistic anatomical features and contrast dynamics. Specifically, to assess the ability to estimate temporal dynamics, it is necessary to generate data with time-attenuation curves (TACs) defining enhancement in liver.

Toward this end, we obtained TACs from a rabbit abdominal study that estimated smooth TACs for several different tissue types. Adult male New Zealand White rabbits (3.5 kg) were used in this study. Each animal received VX2 tumor implantation in the left lobe of the liver, and tumors were allowed to grow for 13-15 days prior to imaging. For CT perfusion, dated rabbits were scanned using a 320-slice CT scanner (Aquilion One, Toshiba, Japan). Iodixanol (1.5 ml/kg, 320 mg I/ml Visipaque, GE Healthcare, Princeton, NJ) was injected at a rate of 1 ml/sec followed by a 7 ml saline flush at 1 ml/sec. The scan technique was 120 kVp, 80 mA and used 0.5 mm slices. The imaging sequence started after a 6 sec delay and was composed of scans at 2-sec intervals for the first 25 sec, and every 3 sec for an additional 42 seconds. Reconstructions were performed with Adaptive Iterative Dose Reduction 3D followed by registration (Body Registration, Toshiba Medical Systems, Tochigi, Japan) to account for motion during the scan.

Rabbit TAC curves (Figure 2) were formed via manual identification of regions-of-interests – aorta, portal vein, spleen, healthy liver, and a liver tumor – followed by smoothing of the temporal series. These TACs were mapped onto an anthropomorphic phantom shown in Figure 3. This phantom covers an axial extent of 20.48 cm and includes a simulated spherical tumor of 12 mm diameter. Temporal sampling for data generation followed a similar protocol as that used in the animal model with denser sampling at the beginning of the sequence. The exact sampling pattern is shown in Figure 4 starting with an initial non-enhanced scan followed by a 4 sec delay and 7 scans over 12 sec, a 6 sec delay followed by 8 scans over 28 sec, a 5 sec delay, and finally 5 scans over 16 sec.

B. Hepatic Perfusion Analysis

We use the dual-input maximum slope method [14] to calculate the perfusion metrics for both the baseline truth as well as processed data. The slope method is commonly used in the eval-

![Figure 1: Overview of the acquisition and processing chain for CT perfusion using RoD. Differences images for each time point in the series are reconstructed relative to a high-quality non-contrast-enhanced baseline image. Estimates of the current anatomy may be formed by adding back the prior image, and subsequent perfusion analysis is applied to generate standard perfusion maps using different metrics.](image1.png)

![Figure 2: TACs obtained from an abdominal scan of a rabbit animal model with HCC are obtained using a smooth fit to attenuation values at individual time points. A region of interest in five tissue types allowed estimation of TACs for the aorta, portal vein, spleen, healthy liver tissue, and a liver tumor.](image2.png)

![Figure 3: 4D Digital liver phantom designed for CT perfusion studies. Single slices and a zoomed region around a simulated tumor are shown for six time points in the sequence.](image3.png)

![Figure 4: Temporal sampling in the CT perfusion simulation study.](image4.png)
A brief summary of the RoD method \[13\] follows. RoD aims to reconstruct the difference image (\(\mu_D\)) between the current anatomy (\(\mu\)) and a prior image (\(\mu_p\)). In CT perfusion imaging, RoD can be employed to reconstruct contrast changes as the difference image between the unenhanced baseline (as a prior image) and individual enhanced images of the same anatomy post-contrast-injection. Under the RoD model

\[
\mu = \mu_p + \mu_D.
\]

Plugging into the forward model in Eq. (3) yields

\[
y = [l_0 \cdot \exp(-A\mu_p)] \cdot \exp(-A\mu_D) = g \cdot \exp(-A\mu_A),
\]

where \(g\) denotes a new “gain” parameter that includes \(\mu_p\). Thus the forward model has a familiar form (same as (3)) and it is straightforward to write a penalized-likelihood objective function for estimation of the difference image, \(\mu_A\), as

\[
\phi(\mu_A; y, \mu_p) = -L(\mu_A; y, \mu_p) + \beta_R \|\Psi\mu_A\|_1 + \beta_M \|\mu_A\|_1,
\]

where the log-likelihood function is denoted with \(L\). Two penalty terms are included: 1) an edge-preserving roughness penalty term which encourages the smoothness in the difference image and controlled by a regularization parameter \(\beta_R\). (\(\Psi\) denotes a local pairwise voxel difference operator.) And, 2) a magnitude penalty on \(\mu_A\) which encourages sparseness of the difference image controlled by parameter \(\beta_M\). The latter penalty also controls the amount of prior information integrated from the unenhanced baseline image since increased sparsity of the change image implies increased similarity to the prior image.
We solve the optimization problem for $\mu_A$ using separable paraboloidal surrogates (SPS) algorithm with 100 iterations and 10 subsets. All reconstruction methods and evaluation routines were implemented in Matlab (The Mathworks, Natick, MA) with projectors/back-projectors in C/C++ using CUDA libraries for acceleration.

### III. EXPERIMENTS

To investigate the performance of the RoD approach in CTP, simulation studies were performed to evaluate different CTP reconstruction methods. Specifically, filtered-backprojection (FBP), penalized-likelihood (PL) [15] reconstruction (100 SPS iterations with 10 subsets, Huber penalty on pairwise differences over a first-order neighborhood, and Huber parameter $\delta = 10^{-4}$ mm$^{-1}$), and RoD techniques are compared.

#### A. Regularization Investigation

The RoD objective function includes two coefficients, $\beta_R$ and $\beta_M$, which control the strength of the roughness and prior magnitude penalty, respectively. To study the optimal penalty strength, we performed an exhaustive 2D sweep of these parameters. Optimal parameters based on the RMSE around a region-of-interest (ROI, shown in Figure 3) including the simulated tumor were selected for each time point in the temporal sequence. The same kind of exhaustive search using RMSE was used to optimize the single regularization parameter for PL.

#### B. Incident Fluence Investigation

To study the performance of RoD under different exposure conditions, we simulated different levels of Poisson noise for noisy measurements with fluence ranging from $I_0 = 5 \times 10^3$ to $10^5$ (photons per pixel) in each of the time points. The prior image for RoD was produced by PL reconstruction of the $t = 0$ (unenhanced image volume) using $I_0 = 5 \times 10^3$ photons.

### IV. RESULTS

A summary of investigations on the effectiveness of the RoD approach in Liver CT perfusion is presented in the following subsections. Detailed results are presented for the case of $I_0 = 10^3$ photons. This photon level is two orders of magnitude lower than the baseline acquisition.

#### A. Regularization Investigation

Optimal penalty coefficients for $\beta_R$ and $\beta_M$ were computed for all images and exposure levels. The results of a sample 2D parameter sweep for the $I_0 = 10^3$ and $t = 21$ s scenario are shown in Figure 5. Specifically, both the RMSE and the reconstructed region-of-interest difference images are shown as a function of both regularization parameters. One sees increased noise for lower $\beta_R$ values and increased blur for large $\beta_R$ values. Similarly, large values of $\beta_M$ decreases noise; however, values larger than $10^3$ prevented the change from appearing in the reconstructed image. The best image quality in terms of RMSE has been achieved by setting $\beta_R = 10$ and $\beta_M = 10$ for this case. Similar patterns emerged for other exposure levels and time points with some variation in optimal parameter values.

#### B. Incident Fluence Investigation

Figure 6 compares reconstructed ROI images using FBP, PL and RoD reconstruction techniques near the peak of the lesion enhancement curve ($t = 21$ s) for different incident fluence values. The performance of all three methods deteriorated for very low exposures; however, RoD performed consistently qualitatively better than the other methods.

#### C. Time Attenuation Curves and Reconstructed Images

Focusing on the $I_0 = 10^3$ scenario, we used all time points in the image sequence to form TACs for each reconstruction approach. Smoothed TACs based on a healthy liver and tumor ROIs are shown in Figure 7 for each reconstruction method and ground truth. Stochastic fluctuations observed in the individual time points as well as the TACs are reduced in going from FBP to PL. RoD produces TACs closest to the ground truth with a more substantial improvement for the tumor ROI.

#### D. Perfusion Maps

Figure 8 shows the perfusion maps including HAP, HPP and PI metrics for each reconstruction method for the $I_0 = 10^3$ scenario. Again, increased noise is evident in the FBP data. This is reduced using PL and further reduced in RoD (particularly for the HPP map). We also note in the PI maps, that there is a loss of contrast at the tumor for PL relative to RoD. Overall, perfusion parameters were most accurate for the RoD approach.

### V. DISCUSSION

In this paper, we have introduced RoD for low-dose CT perfusion imaging of the liver. The proposed approach estimates the difference between unenhanced baseline and subsequent scans. This use of the baseline as a prior image permits significant reductions in noise in reconstructions. Several experiments evaluating the performance of RoD relative to traditional analytic and MBIR methods suggest that RoD produces better images, better quantitation in the TACs, and better perfusion maps for commonly used perfusion metrics.
These results suggest the RoD processing can dramatically reduce exposure requirements. In this case, the exposure of all but the unenhanced baseline scan was dropped by two orders of magnitude and accurate perfusion results were maintained. Future studies will expand upon these initial studies to determine the limits of dose reduction possible in practical CT systems.
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